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Abstract—The adoption of robotics is promising to improve
the efficiency, quality, and safety of prefabricated construction.
Besides technologies that improve the capability of a single robot,
the automated assembly planning for robots at construction
sites is vital for further improving the efficiency and promoting
robots into practices. However, considering the highly dynamic
and uncertain nature of a construction environment, and the
varied scenarios in different construction sites, it is always
challenging to make appropriate and up-to-date assembly plans.
Therefore, this paper proposes a Deep Reinforcement Learning
(DRL) based method for automated assembly planning in robot-
based prefabricated construction. Specifically, a re-configurable
simulator for assembly planning is developed based on a Building
Information Model (BIM) and an open game engine, which could
support the training and testing of various optimization methods.
Furthermore, the assembly planning problem is modelled as a
Markov Decision Process (MDP) and a set of DRL algorithms are
developed and trained using the simulator. Finally, experimental
case studies in four typical scenarios are conducted, and the
performance of our proposed methods have been verified, which
can also serve as benchmarks for future research works within
the community of automated construction.

Note to Practitioners: This paper is conducted based on the
comprehensive analysis of real-life assembly planning processes
in prefabricated construction, and the methods proposed could
bring many benefits to practitioners. Firstly, the proposed simu-
lator could be easily re-configured to simulate diverse scenarios,
which can be used to evaluate and verify the operations’ opti-
mization methods and new construction technologies. Secondly,
the proposed DRL-based optimization methods can be directly
adopted in various robot-based construction scenarios, and can
also be tailored to support the assembly planning in tradi-
tional human-based or human-robot construction environments.
Thirdly, the proposed DRL methods and their performance in the
four typical scenarios can serve as benchmarks for proposing new
advanced construction technologies and optimization methods in
assembly planning.

Index Terms—Prefabricated Construction, Assembly Planning,
Deep Reinforcement Learning (DRL), Automated Construction,
Building Information Modelling (BIM)
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I. INTRODUCTION

PREFABRICATED construction has been widely adopted
around the world as it could bring many benefits including

high efficiency, low cost, improved quality, and reduced waste
[2]. Furthermore, along with the introduction of construction
4.0 [3] and construction servitization [4], many efforts have
been made on the digitization and automation of prefabricated
construction, from prefab production [5], prefabrication trans-
portation [6], to on-site assembly [7]. However, the practices of
automated prefabricated construction are still far from satisfac-
tory, especially for the on-site assembly part. According to our
investigations in Guangdong-Hong Kong-Macao Greater Bay
Area, manual works and traditional decision-making methods
based on expert knowledge still dominate the on-site assembly
processes, which have been identified as major obstructions
for fully reaping the benefits of prefabricated construction
and further improving efficiency in construction planning and
execution.

In recent years, along with the development of autonomous
systems and tool-sets of Artificial Intelligence (AI), there is a
trend of adopting robots in construction systems to improve
the efficiency, quality, and safety of on-site assembly [8]–
[11]. Many works have been done on designing new types
of robots for specific tasks in diverse scenarios [12], automa-
tion technologies [13], decision-making models [14], [15],
and human-robot collaboration strategies [16]–[18]. However,
automated and real-time assembly planning methods for robots
in prefabricated construction have been rarely studied as
the foundation of improving the construction efficiency and
lowering the cost.

The on-site assembly planning for robot-based prefabricated
construction is complex and challenging. Firstly, it requires
seamless cooperation among resources, equipment, and tasks
with multiple objectives (e.g. efficiency, quality, and safety)
and strict constraints (e.g. sequence of assembly and obstacle-
free assembly paths), which are difficult to model. Secondly,
the assembly processes vary a lot among different construction
scenarios in terms of construction site layouts, construction
tasks, prefab types, and the number of robots, which often
leads to time-consuming and difficult to develop scenario-
specific models for assembly planning. Thirdly, the assembly
processes are highly dynamic with many uncertainties, such as
availability of prefab elements and changing readiness states
of robots. These uncertainties require the planning of decisions
to be nearly real-time.
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Recent advances in DRL provide promising opportunities
to address the above challenges, and this technology has been
successfully adopted to solve complex and dynamic optimiza-
tion and control problems, such as the Vehicle Routing Prob-
lem (VRP) [19], traffic signal control [20], job shop scheduling
[21], and multi-robot systems [22]. However, DRL is still
seldom used to solve the planning issues for on-site prefab
assembly, especially under the robot-based scenarios. Several
questions remain open for discussion: (1) How to model the
on-site assembly processes and build a flexible simulation
environment for diverse prefabricated construction scenarios?
(2) How to develop the optimization model and corresponding
DRL-based assembly planning method to generate effective
solutions? and (3) to what extent is the DRL-based method
superior to traditional methods?

To address the above questions, this paper develops a
re-configurable assembly simulator and proposes DRL-based
methods to realize real-time assembly planning for robot-based
prefabricated construction. Specifically, through modelling the
basic elements and common activities in diverse prefabricated
construction scenarios, a flexible simulator is developed based
on Building Information Modelling (BIM) technology and
an open game engine. It could be configured for various
scenarios, simulate fine-grained actions of construction robots,
and support the training and testing of optimization algorithms.
Furthermore, the assembly planning problem is modelled as a
Markov Decision Process (MDP) and a set of DRL algorithms
are developed and trained to realize real-time decision-making
of assembly planning, which could well cope with the dynam-
ics of on-site assembly processes. Furthermore, experimental
case studies are conducted in four scenarios to evaluate the
effectiveness of the proposed methods, whose performance
can serve as standardized benchmarks within the community
of automated construction.

The contributions of this paper lie in the following three
aspects:

1) This work builds the computational environment for
adopting DRL in on-site operations of prefabricated
construction, which provides a flexible test-bed and
bridges the gap between DRL and decision-making in
construction.

2) This work proposes planning methods based on DRL,
which could well cope with scenario complexity and
dynamics and be applied in many other fields.

3) This work provides a set of benchmarks for assem-
bly planning in robot-based prefabricated construction,
which could facilitate the design and evaluation of
advanced planning approaches.

The remainder of this paper is structured as follows. Section
II reviews relevant literature, and Section III presents the de-
sign of the simulation environment. Section IV models the on-
site assembly planning problem and explains the DRL-based
methods. Section V gives the experimental case studies and
evaluates the performance of the proposed methods. Section
VI concludes the whole paper and points out future research
directions.

II. LITERATURE REVIEW

A. Assembly Planning in Prefabricated Construction

With the emergence of prefabricated construction, many
efforts have been made on its assembly planning methods.
As early as 2002, Balaguer et al. [23] proposed an approach
to automate the assembly of future houses, in which transfer,
positioning and assembly were treated as the main steps
of onsite assembly. Through Geometric Reasoning, Hu [24]
presented a component-based automated assembly method for
prefabricated buildings. Žaková et al. [25] attempts to use
construction knowledge as input to automate the planning of
the construction process through an ontological reasoning ap-
proach. To ensure construction safety, Rahman [26] proposes
a construction planning method with safety assessment. With
the Smart Construction Objects (SCO) proposed in Niu et al.
[27], an increasing number of studies have been implemented
to control and plan the assembly process based on SCOs [8],
[28], [29].

As one of the most significant tasks in prefabricated con-
struction, crane-related assembly planning requires path gen-
eration from the yard location to the target location and finds
the shortest path under the premise of collision-free movement
[30]. Early works on path planning for construction boomed in
the early 2000s [31], [32]. Several studies attempted to achieve
near real-time path planning during the assembly process [33],
[34]. However, few studies considered both crane operation
efficiency and collision effects to improve path planning and
re-planning prior to actual construction [35].

B. BIM-enabled Smart Construction

Building Information Modelling (BIM) is a set of tools and
technologies to generate and manage the digital representa-
tions of physical and functional features of buildings [36].
Using BIM, the building can be represented with rich and
accurate three-dimensional information [37], and could better
support the decision-making processes in construction [38]. As
a key technology for the digitization of buildings, BIM leads
to an increase of smart construction research [39], which has
been adopted in nearly every phase of construction [40]–[44].

In prefabricated construction, Li et al. [7] realized moni-
toring and management of on-site assembly based on BIM
and Internet of Things (IoT). An et al. [45] proposed a
BIM-enable design framework to improve the production and
assembly efficiency of prefab components. Furthermore, the
introduction of construction robots [46] and its integration with
BIM further simulate the development of smart construction.
For example, Gambao et al. [47] propose a robotic solution
for assembly work in construction. By using the BIM model,
Moura [48] proposes a method for localizing and modeling
mobile robots at construction sites. Through the integration
of BIM and robotic systems, Follini [49] proposed a method
for multi-robot collaboration in building construction and
maintenance. Considering the robot-based assembly process
of hospitalisation facilities using prefab components, Gao et
al. [50] developed a set of task and motion planning algorithms
upon BIM-based prototypes. And Chong et al. [51] developed
a simulation framework that integrates BIM and robotics for
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construction automation, and built a tool to make operational
analysis based on BIM data.

Focusing on the assembly planning in various construction
scenarios, Lu and Olofsson [52] designed a framework to
simulate the construction process, which integrated BIM with
discrete event processing models. Besides, based on BIM,
Bortolini [53] presented a site logistics planning for prefab-
ricated construction and Ding [54] proposed a task planning
method for robotic brick assembly. Meanwhile, 3D planning
of construction using BIM data is widely adopted in industry
with tools such as Synchro, Primavera, and Microsoft Project.

C. DRL Applications

DRL has attracted a lot of attention from diverse real-
world applications including games [55]–[58], robotics [59]–
[62], transportation [19], [20], construction [63], healthcare
[64], navigation [65], [66], and etc [67]. These studies are
grounded in domain knowledge and use DRL as a method
to solve optimization and control problems under complex
and dynamic environments. For example, in the area of robot
control, James [68] and Mahmood [69] propose a benchmark
for robot learning to solving the problem of robot control
planning. Hou [70] presents DRL methods for solving the
assembly problem, and Gu et al. [71] achieved optimized
robotic manipulator control using DRL. And Victor et al. [72]
explores DRL for real-world autonomous systems, providing
ideas for applying DRL to path planning systems for real
applications. Although DRL has demonstrated its potential and
effectiveness on solving practical problems in various fields,
its application in construction industry is still rare, leaving
many open opportunities.

III. RECONFIGURABLE SIMULATOR FOR ASSEMBLY
OPERATIONS

In order to investigate the use of DRL for real-time construc-
tion planning, a flexible and simple simulation environment
for robot-enabled prefabricated construction is developed, as
illustrated in Figure 1.

A. Scenario Description

In prefabricated construction, a building is constructed by
assembling individual prefab components together according
to the construction plan. The assembly process consists of
three steps. Firstly, component are transferred from the yard
to the designed position in the building. Secondly, each
connection node of each component is positioned to ensure
the accurate connection location. And thirdly, the prefab
components are connected (also called fixing the assembly).

To facilitate the adoption of robots for prefab components
assembly, the construction tasks of each prefab component in
above three steps are defined as states of the component. Then
the robot can identify the current status of components based
on their states, and take actions accordingly. The process is
depicted as follows:

1) When a component is in the yard, its state is set as
‘initial state’. It requires the robot to perform the task

(a) Assembly work in construction

(b) Assembly task in our simplified simulation

Fig. 1: Overview of our construction simulations

of transporting the component from yard to the build
location.

2) When the component is being transported, its state is set
to ‘in transit’ and no other robot is needed.

3) When the component arrives at the build position, its
state is set to ‘arrived’, which requires a robot to perform
the assembly task.

4) When the component is assembled, its state is set to
‘assembled’, which indicates that the assembly of the
component is completed.

Meanwhile, two sets of requirements should be considered
when designing the simulator.

Safety requirements. In the practice of prefabricated con-
struction, collision of prefab components during delivery is
one of the main causes of engineering accidents. Thus collision
of components is not allowed in the simulator. Furthermore,
a minimum distance requirement between the construction
area and the yard area is always required to ensure the
safety of prefab components and workers. Therefore, in the
simulator, the yard cannot be located within the construction
area. Furthermore, in practice, all the construction activities
should be performed in the designated area, so all the prefab
components in the simulator cannot be moved or assembled
outside given areas.

Assembly requirements. According to the basic rules
in prefabricated construction, vertical components (columns)
should be erected before horizontal components (beams).
Therefore, each component will be checked for compliance
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with the construction requirements before it is built. Also, in
practice, workers will adjust the orientation of the components
before the components are lifted to improve the assembly
efficiency, which will also be considered in the simulator.

Finally, six actions in three-dimensional (3D) space are
designed to simulate the movement of components during the
transfer by the tower crane. These six actions are up, down,
left, right, forward, and backward. Each action moves the
component one unit distance in the specified direction and
each component can only perform one of these six movements
at one time.

B. Simulator Development

Common construction simulation software (e.g. Synchro)
typically focuses on visual simulation, using planned Gantt
charts for simulation or manual modeling of the construction
process with 3D visualisation features. These tools usually lack
automatic planning capabilities and cannot provide interfaces
for training RL policies. Therefore, a new simulation environ-
ment for DRL-based assembly planning is developed in this
work, as illustrated in Figure 1. To describe the component-
oriented prefabricated construction assembly process, we use
3D grids to simulate the construction environment and a
simplified BIM model to represent the prefab components,
and the focus is put on the construction tasks, assembly
processes, and the DRL performance evaluation. Meanwhile,
each component has independent construction requirements,
and the assembly policy is planned under the constraints of
environments and rules of construction.

The construction environment in our simulator is shown in
Figure 2. The environment consists of three parts: component
entities, construction site, and target. There are two types of
component entities, namely, columns and beams; the area of
the site is also divided into two types, they are yard and
construction area, to comply with the safety requirements; and
the construction target contains the target positions of prefab
components.

(a) (b)

(c)

Component target position

Arrived

Assembled

Initial state

In transit

Yard area Construction area

Component’s states:

Simulation environment:
Component inital position

Fig. 2: Environment settings in construction simulations.

Based on the above analysis, the simulator is developed

using pygame1 and pyOpenGL2. In the simulator, the basic
unit is a 1 × 1 × 1 cube (dimensionless voxel). Each cube
is defined by its spatial information as well as a number of
state attributes. Based on the basic unit cube, a construction
environment can be built with X × Y × Z cubes (length ×
width × height).

As illustrated in Figure 2, a gray cube-composite area is a
construction yard and a cyan cube-composite area is a con-
struction area. Yard and construction area size are represented
by the number of cubes. For example, if the length of a yard is
15 and the width is 10, then the yard consists of 15 × 10 cubes.
Similarly, the components are formed by basic unit cubes. For
example, the orange cube in Figure 2 (a) is a column with
length 4. Since each component has four states, various colors
are used to indicate the different states of the components to
show the changes in the components during the construction
process. Specifically, as shown in Figure 2 (a), orange is used
to indicate the ‘initial state’ of the component, as shown in
Figure 2 (b), blue is used to indicate the ‘in transit’ of the
component, as shown in Figure 2 (c), green is used to indicate
‘arrived’ of the component, and pink to indicate that the nodes
of the component are ‘assembled’. Also, to better show the
target of the construction, we use orange wireframe to indicate
the initial position of the component and pink wireframe to
indicate the target position of the component.

The simulator requires the user to initialize the following
information:

1) Site information: the user needs to set the dimensions
of the construction environment, construction area and
yard area, respectively.

2) Component information: the user needs to declare the
number of components, the type of each component
(column or beam), the dimensions, and the starting and
target positions of components.

In practice, the target position of components should be
fixed and can be imported from the real BIM model, while
their initial positions still need to be configured by users.
Such information (initial position) can be retrieved using 4D
BIM planning tools that include a full construction procedure.
Taking this into account, the remainder of this work focuses
on the execution of the DRL policy itself.

IV. DRL FOR ASSEMBLY PLANNING

In this section, the DRL methods for assembly planning will
be discussed based on the proposed simulator.

A. Preliminary

a) Markov Decision Process (MDP): In RL, an agent
interacts with an environment that is modeled as an MDP [73].
It can be represented as (S,A, P, T,R, γ), where S is the set
of states, A is the set of actions, and P is the initial state
distribution. T (st+1|st, at) is the probability of transitioning
from state st to st+1, st, st+1 ∈ S when action at ∈ A
is conducted, R(rt+1|st, at) is the probability of receiving

1https://www.pygame.org/news
2http://pyopengl.sourceforge.net/
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reward rt+1 ∈ R after executing action at in state st, and
γ ∈ [0, 1) is the discount factor.

b) RL algorithms: Value-based RL methods aim to learn
the value function of each state or state-action pair of the opti-
mal policy π. The state value function for a particular policy π
can be denoted as Vπ(s),∀s ∈ S while the state-action value
function is denoted Qπ(s, a),∀s, a ∈ (S,A). In order to find
the value functions corresponding to the optimal policy π∗, the
functions can be updated as : Q(st, at)← Q(st, at)+α[rt+1+
γmaxa Q(st+1, a) − Q(st, at)]. The optimal policy is found
by acting greedily over the optimal value function at each state
π∗(s) = argmaxa Q

∗(s, a). Policy-based methods are meth-
ods that directly learn the policy as a parameterized function
πθ rather than learn the value function explicitly, where the
parameters of the function are θ. Policy gradients [74] use
the update function: θt+1 = θt + α(Gt − b(St))

∇θπ(At|St,θt)
π(At|St,θt)

,
where α is the step size, b(St) is a baseline, and the return
is Gt = rt + γrt+1 + γ2rt+2 + · · · . Actor-Critic (A2C)
methods are hybrid value-based and policy-based methods
that directly learn both the policy (actor) and the value
function (critic) [75]. The update function for actor-critic is:
θt+1 ← θt+α(Rt+1+γV̂ (St+1)−V̂ (St))

∇θπ(At|St,θt)
π(At|St,θt)

, where
V̂ (.) is a parameterized estimate of the optimal value function.

B. DRL Model for assembly planning

After the construction assembly process is transformed into
RL executable states, actions and rewards, the simulation envi-
ronment can be connected with RL algorithms for generating
assembly planning policies. Figure 3 shows the framework of
the simulation environment interacting with the RL agent. In
this framework, simulation data will be converted as RL agent
observable structure and then sent to the RL agent. Based on
the input, the RL agent will select an action using the current
policy. The action is evaluated by the reward feedback from the
simulation, and the construction environment will be updated
and passed to the RL agent again until the assembly process
ends.

Input state

DRL policy Action Simulation 
Environment

Agent

Observe state

Reward

Fig. 3: Framework of DRL for Assembly Planning.

The assembly planning process of prefabricated construction
is modelled as MDP. In the following, the states, actions, and
rewards in the MDP model will be discussed in more detail.

States
The states or observations of a construction environment are

defined as a tensor of shape W ∗ L ∗ d, where W indicates
the width and L indicates the length of the environment. The

variable d refers to a 6-tuple that encodes the features and
status of each cube using 6 integer values:

1) a scalar indicates the height (Zi) of the component on
the yard;

2) a scalar (0 or 1) indicates whether the number of transit
steps of the building component is more than a prede-
fined maximum step, if there is a building component
in that location;

3) a scalar indicates the number of steps that have been
moved;

4) a scalar represents the height (Zt) of the component;
5) a scalar indicates the height (Ztar) of the component’s

target position if it belongs to the target, or else 0;
6) a scalar expresses the number of components that have

completed the planning.

Actions
An action is an operation on a component by a crane. We

define that a component can be executed in six directions:
forward, backward, left, right, up, and down. Then we have
six actions a ∈ [0, 1, 2, 3, 4, 5], where each number indicates
an operation with a direction.

Rewards
The design of rewards is one of the critical factors affecting

the success and efficiency of learning. In practice, construction
projects are often expected to be completed in the fastest yet
most reasonable amount of time. In the simulation environ-
ment, the time factor is transformed into the number of steps
to finish the assembly. Thus, the objective is to achieve the
construction task with as few steps (t) as possible. According
to the above requirements, our design for the reward structure
is as following:

1) To minimize the number of component actions, we set
the agent to receive a basic reward (r0, and r0 = −1 in
practice) for every step (action). Based on this design,
the agent needs to finish the construction with the least
number of steps (t) to maximize the total reward;

2) To avoid over-exploration by the agent in learning the
construction of individual components, we impose a
limit on the number of steps each component can take
to build. Here, we set a threshold (ε) for the maximum
number of steps (t), and when the execution steps of
a single component are larger than the threshold, each
step executed after that component will be subject to a
double basic reward (r0 = −2);

3) When each component is well constructed, the agent will
receive a positive reward, and when all components are
well constructed, the agent will receive a larger positive
reward;

4) A progressive reward mechanism is used to guide the
agent to complete the construction task, that is, the
more components are built, the agent will receive more
rewards.

The reward is summarized as following:

R =

C∑
i=1

T∑
t=0

Rci,t (1)
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where Rci,t represents the rewards of a single component. i
is the index of the component and t is the total step of the
component.

Rci,t is defined as:

Rci,t =

t ∗ r0
ci

+ i ∗ ci, t ≤ ε

ε ∗ r0
ci

+ 2 ∗ (t− ε) ∗ r0
ci

+ i ∗ ci, t > ε
(2)

where ci represents the serial number of the component during
the assembly process, i represents the index of the component.

For example, the first component to be constructed is
marked as c1 with serial number 1, and the n-th component to
be assembled is marked as cn with serial number n. t is the
number of steps for each component. When the component
is not moving, t is 0; when the component starts moving, t
is the number of the steps of the component. ε is the step
threshold for each component. n is a constant that can be
specified as a positive integer as the number of components
in the environment increases, and we use it to increase the
reward each component receives for completing the assembly
and to decrease the penalty the component receives for each
step it moves.

V. EXPERIMENTAL CASE STUDY

In this section, an experimental case study with four sce-
narios that are commonly used in the practice of prefabricated
construction is conducted to verify the performance of the
proposed simulator and methods.

A. Scenarios

We consider four typical scenarios that are widely adopted
in the practice of prefabricated construction, as illustrated
in Figure 4. Based on these four real-life scenarios, four
corresponding simulation scenarios were developed, as shown
in Figure 5.

a) Scenario 1: Assembly planning with dynamic site
layout: In prefabricated construction, although the layout of
the construction site is pre-determined, it can in very rare
cases be changed due to the dynamics of weather, design
requirements, and schedule modification. This happens rarely,
as contractors aim to stick to the plan. Yet, in this case, the
supply point of components will be re-located to satisfy the
new layout [35], and the new supply point requires a new
assembly path. As the scenario [76] in Figure 4a shows, the
prefabricated wall panel is unique: its location in the building
is determined and the components need to be transferred from
the yard location to their unique location in the building.
However, in a dynamic layout scenario, the initial location
can be anywhere in the yard, as shown in Figure 5a.

b) Scenario 2: Assembly planning with interchangeable
standardized components: With the development of prefabri-
cated buildings and the requirement of sustainable construc-
tion, interchangeable standardized components are gradually
used in actual construction. The recently released ISO 208873

also promotes designing interchangeable and standard size

3https://www.iso.org/standard/69370.html

components [77]. It should be noted that this type of com-
ponent is mostly used in steel-based prefabrication but has
not been widely used in prefabricated concrete construction,
especially in pre-assembly scenarios for off-site modular hous-
ing or on-site light steel housing. Standardized components
are usually stored in the required locations, but their target
locations may be multiple [78], which means they can be
assembled in different locations in the structure. For exam-
ple, as shown in Figure 4b [79], the standardized truss is
interchangeable, so it does not need to be assembled at a
unique location in the structure. Any location that satisfies the
structural requirements can be used as the target location for
this standardized component. Figure 5b shows the simulation
environment of scenario 2. The initial positions of components
are fixed and we allow the target positions of the same
standardized components to be interchangeable. For example,
the target position of Column 1 can be any of the columns’
targets.

c) Scenario 3: Assembly planning with dynamic site lay-
out and interchangeable standardized components: Scenarios
1 and 2 describe assembly processes that limit only the
initial or target locations, while construction sites are often
more complex, and both the initial and target locations of
components can be changed to improve construction efficiency
and safety [80]. In particular, many steel structures are of
essentially the same design, but when similar projects are built
on different sites, the location of the components on the site
may change depending on the site environment while the same
size and type of components can be placed in any location
that conforms to the structural requirements. For example,
in Figure 4c [81], there are many buildings of the same
structure. During the construction processes, the location of
the components in the yard changes and the same types of
these components can be assembled at any location that meets
structural requirements. Scenario 3 is shown in Figure 5c. The
initial positions of components are random, while their target
positions are interchangeable. For example, the initial position
of Column 1 will be randomly placed in the field, and its target
position can also be any of the columns’ targets.

d) Scenario 4: Assembly planning in crowded spaces
with obstacles: Construction sites are always complex envi-
ronments that involve many components and equipment, and
should consider both efficiency and safety. Collisions should
therefore be avoided [82], especially in the construction sites
located in the urban areas, as shown in Figure 4d [83]. There-
fore, in Scenario 4 shown in Figure 5d, some obstacles are
added to simulate the potential collisions in the construction
processes. The black wire-frame indicates other buildings in
the construction site, which are obstacles under construction.

B. Environments

In addition to the four scenarios given in Fig. 5, four envi-
ronments are designed for each scenario. The main differences
between these environments are the different target construc-
tion buildings, from simple to complex. This is mainly used
to simulate the planning of different levels of complexity of
structures in the above construction scenarios. The complexity
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(a) Assembly planning with dynamic site layout (b) Assembly planning with interchangeable standardized com-
ponents

(c) Assembly planning with dynamic site layout and inter-
changeable standardized components (d) Assembly planning in crowded spaces with obstacles

Fig. 4: Realistic applications correspondence of our scenarios.

of the structure here is reflected in the number of components,
and the increase in the number of components to be planned
indicates a more complex structure as displayed in in Figure 6.

The total construction environment measures 15 × 15 units
in length and width and 8 units in height where we use x,
y, and z to represent the length, width, and height of the
site, respectively. Construction areas are different for different
environments (blue areas): Envs 1 and 2 are x ∈ (9, 15) and
y ∈ (6, 13); Env 3 is x ∈ (8, 15) and y ∈ (8, 15); Env 4
is x ∈ (8, 15) and y ∈ (5, 15). The length of the beam is 3
units, the length of the column is 4 units. The settings for each
environment are as follows.

• Env1: The target structure is made up of two columns and
one beam, and one column has been built. The controller
needs to plan for the remaining one column and one
beam;

• Env2: The target structure is identical to the target struc-
ture in Env1, except that the controller needs to plan for
two columns and a beam;

• Env3: The target structure consists of four columns
and four beams. The controller needs to plan for eight
components;

• Env4: he target structure has more components, namely
six columns and seven beams. The controller needs to
plan for all thirteen components.

C. Setup and Candidate Controllers

There are 4 × 4 situations in total (4 environments; 4
scenarios), and in our experiment, controllers are set up to
learn each of these 16 situations. They are also evaluated
separately for each situation. The evaluation results are plotted
in Figure 7 based on repeated runs with 15 different seeds. For
each of the 16 situations, the 4 following candidate controllers
are evaluated for the DRL; and the four controllers are plotted
in Figure 7. The solid lines are the mean rewards over 10
episodes, and the shaded area represents the corresponding
standard errors in Figure 7. The hyperparameters and training
details are given in the appendix.

• DQN [84]: The vanilla deep Q network (DQN), which is
an off-policy RL algorithm;

• DDQN [85]: Double DQN (DDQN) employs two Q-value
functions to reduce the over-estimation problem in the
original DQN algorithm;

• A2C [86]: A2C utilizes multiple CPUs to collect experi-
ences from separate environments to reduce the correla-
tions between samples and enable faster learning;

• PPO [59]: PPO adopts a clip function to restrict the
change of policy in each update which leads to a stable
training.
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Fig. 5: Benchmarks based on four scenarios.

(a) Env1 (b) Env2 (c) Env3 (d) Env4

Fig. 6: Four environments, ranging from simple to more complex.

D. Results

Table I shows the resulting average return/reward values
and their standard errors for each of the DRL algorithms
and environments. As can be seen in this Table, in the first
two environments, which only have 2 and 3 components
to manipulate (Env1 and Env2), the value-based algorithms
(DQN and DDQN) perform better than policy-based methods.
More specifically, in Env1, DQN and DDQN achieve similar
performance. In Env2, DQN outperforms DDQN in 3 out
of 4 scenarios. For policy-based methods, PPO outperforms
A2C in all scenarios. In Env3 and Env4, which have 8
and 13 components to manipulate, PPO achieves the best
performance among all methods. DQN has better performance
than DDQN. A2C has the worst performance in all scenarios.
In general, PPO achieves better performance in more complex

environments. This is because PPO utilises a clipped surrogate
objective to constrain the variation of policy in each update,
which could prevent the performance drop during training. In
addition, PPO is more robust to the hyperparameter setting.

Furthermore, Figure 7 presents the learning curve of each of
the controller algorithms. In Env1, value-based methods (DQN
and DDQN) converge to higher performance quickly (average
reward is around -4.). On the other hand, policy-based methods
(A2C and PPO) converge to a relatively low performance. In
Env2, PPO has a faster or similar convergence rate than value-
based methods at the beginning of training. However, value-
based method perform better at the end of training. In Env3
and Env4, the performance of PPO increases with increasing
number of timesteps and outperforms other baselines in all
scenarios. DQN also demonstrates this tendency and achieves
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Fig. 7: Comparison between RL algorithms in all environments with different scenarios.

the second best performance in all scenarios. DDQN has a ten-
dency to improve performance at the beginning. However, its
performance starts to decrease at around 0.5 million timesteps.
A2C has the worst performance in all environments.

As far as these simplified environments are concerned,
RL provides helpful assistance in the problem of assembly
planning during the construction process. For example, in
Scenario 1, when the initial position of a component changes,
the component can still rapidly output a legal path based on
trained deep neural models, avoiding recalculation of the path
planning. The RL algorithm can be well employed in path
planning along with collision analysis, which solves shortest
path and collision-free planning at the same time.

VI. DISCUSSION

According to the experimental results presented above, the
proposed methods work well in different cases and could
learn the optimal assembly policies efficiently, which provides
new perspectives on the assembly planning in prefabricated

construction. Currently, we experiment with the application
of the DRL algorithm to the construction planning problem
through a simplified simulation. As some of our benchmark
results illustrate, in certain cases, the agent learns construction
policies, while in others, the agent struggles to learn an optimal
policy as the number of components grows. So, in the present
scenarios with fewer components, our framework enables
agents to carry out assembly planning using construction rules,
which offers a fresh perspective on the assembly planning
problem.

However, there are also some limitations. On one hand,
the proposed methods are evaluated in simplified simulation
scenarios with relatively limited types of components. In future
research, it needs to be evaluated for its applicability and
robustness in combination with realistic BIM models and real-
istic construction schedules (4D BIM and construction logs).
Such evaluation particularly needs to investigate opportunities
for making this work better scalable.

Furthermore, it needs to be mentioned that the assembly



PAPER SUBMITTED TO IEEE TRANSACTIONS ON AUTOMATION SCIENCE AND ENGINEERING 10

TABLE I: Mean rewards ± standard errors over 15 random
seeds in the last 100 episodes on all environments. The best
results are in bold.

DQN DDQN A2C PPO

E1S1 -5.16±0.49 -4.27±0.42 -42.57±15.60 -19.03±7.34
E1S2 -2.94±0.14 -4.36±0.99 -140.61±16.07 -55.46±12.13
E1S3 -2.62±0.30 -2.62±0.32 -97.42±7.01 -46.89±8.86
E1S4 -3.37±0.32 -3.16±0.14 -161.02±13.10 -57.80±13.09

E2S1 -12.40±3.76 -18.42±5.90 -95.45±10.49 -48.87±2.73
E2S2 -47.27±7.94 -21.76±5.90 -153.80±7.35 -52.17±5.67
E2S3 -6.16±0.40 -12.27±5.75 -110.95±13.17 -38.93±4.42
E2S4 -32.36±7.09 -38.63±7.83 -123.76±9.77 -54.40±7.64

E3S1 -277.28±10.29 -409.16±15.14 -543.08±11.76 -204.94±33.17
E3S2 -232.77±12.97 -319.96±34.05 -535.54±17.38 -183.85±41.07
E3S3 -258.80±8.06 -373.12±16.29 -415.12±28.28 -111.22±6.13
E3S4 -239.68±10.29 -362.18±28.83 -527.82±16.68 140.18±7.48

E4S1 -907.31±25.98 -1091.58±17.01 -1148.31±13.42 -466.27±70.70
E4S2 -593.04±28.46 -978.52±47.37 -1160.99±4.69 -437.76±89.00
E4S3 -900.72±15.95 -1080.51±9.15 -1127.31±9.10 -388.21±58.61
E4S4 -614.14±24.60 -1022.09±24.89 -1160.34±7.75 -300.97±57.27

planning policy needs to be re-trained whenever one changes
to a new scenario. As this costs time and resources, it becomes
undesirable to go through highly dynamic and complex con-
struction sites that change scenarios too frequently. This is
anyhow also desirable in any construction site in general.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we have designed a simplified simulation
environment to simulate robot-based construction processes
and how they can be planned using DRL. In this simulation
environment, we considered four construction scenarios and
four construction environments (simple to complex). We used
these 16 cases (4 times 4) to set up basic performance bench-
marks in terms of available DRL-based controllers. Although
these benchmarks are simplified for now, it is foreseen that
(D)RL has great potential to improve construction planning in
construction sites that are expected to be dynamic. Our results
show that DQN and DDQN generally outperform the other
DRL algorithms for our case scenarios and environments.

In forthcoming work, we will first and foremost look into
(a) constructing more realistic construction sites that are built
based on 4D planning software and real BIM models, which
should contain more types and numbers of components; and
(b) increasing performance of the promising DRL algorithms
(DQN and DDQN) using an optimized process that at any
given time takes into account only a reasonable number of
components (short-sighted lean planner). This last improve-
ment is expected to improve scalability of the simulation
environment as well.

APPENDIX A
EXPERIMENT SETUP

Hyperparameters and training details of baseline RL algo-
rithms are given below:

• DQN and DDQN: batch size is 64, replay memory
size is 50000, target network update frequency is 500,
learning rate is 0.0005, initial exploration ratio is 1, final
exploration ratio is 0.02, discount factor is 0.9 for Env1
and Env2, and 0.8 for Env3 and Env4.

• A2C: number of workers is 16, steps per worker in each
rollout is 5, learning rate is 0.0007, discount factor is 0.9,
GAE coefficient is 0.95, entropy coefficient is 0.01.

• PPO: number of workers is 16, batch size is 64, steps
per worker in each rollout is 125, learning rate is 0.0003,
discount factor is 0.9, GAE coefficient is 0.95, entropy
coefficient is 0.1, update epochs is 4.

The code of this paper is publicly available at:
https://github.com/hyintell/drl-assembly-planning.
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